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Abstract—Subband adaptive filtering (SAF) techniques play a
prominent role in designing active noise control (ANC) systems.
They reduce the computational complexity of ANC algorithms,
particularly, when the acoustic noise is a broadband signal and the
system models have long impulse responses. In the commonly used
uniform-discrete Fourier transform (DFT) -modulated (UDFTM)
filter banks, increasing the number of subbands decreases the
computational burden but can introduce excessive distortion,
degrading performance of the ANC system. In this paper, we pro-
pose a new UDFTM-based adaptive subband filtering method that
alleviates the degrading effects of the delay and side-lobe distor-
tion introduced by the prototype filter on the system performance.
The delay in filter bank is reduced by prototype filter design and
the side-lobe distortion is compensated for by oversampling and
appropriate stacking of subband weights. Experimental results
show the improvement of performance and computational com-
plexity of the proposed method in comparison to two commonly
used subband and block adaptive filtering algorithms.

Index Terms—Active noise control (ANC), discrete Fourier
transform (DFT), filter bank, subband adaptive filter.

I. INTRODUCTION

A CTIVE noise control (ANC) is a method of cancelling
a noise signal in an acoustic cavity by generating an

appropriate anti-noise signal via canceling loudspeakers. Due
to recent advances in wireless technology, new applications of
ANC have emerged, e.g., incorporating ANC in cell phones,
Bluetooth headphones, and MP3 players, to mitigate the en-
vironmental acoustic noise and therefore improve the speech
and music quality. For practical purposes, ANC as a real-time
adaptive signal processing method should meet the following
requirements: 1) minimum computational complexity (lower
computational delay and power consumption), 2) stability and
robustness to input noise dynamics, and 3) maximum noise
attenuation.
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Fig. 1. Feed-forward FxNLMS algorithm, where ����� is an estimate of ����.

Acoustical and electrical signal transmission path models
such as those encountered in realistic ANC applications, e.g.,
the primary path and the secondary path (see Fig. 1),
usually have long impulse responses [1], [2]. Consequently,
noise cancellation algorithms require long adaptive filters, re-
sulting in significant computational burden. The computational
complexity can be reduced by using frequency-domain filtering
techniques based on decomposition, processing, and recon-
structing the signals using filter banks such as subband adaptive
filtering (SAF) and block adaptive filtering (BAF) techniques.
SAF techniques have been used in other audio applications
such as speech enhancement and hearing aids [3]–[5]. Among
the SAF methods [1], [6], [7], the delayless SAF introduced by
Morgan and Thi (MT) in [1] provides a better approach to meet
the aforementioned requirements for ANC system. Merched
and Sayed [2] introduced a BAF algorithm named discrete
Fourier transform multidelay adaptive filter (DFT-MDF). This
algorithm exploits the properties of circulant matrices to imple-
ment a high-performance block adaptive processing algorithm.
DFT-MDF (as it will be shown later) performs well with a
small block lengths (or small number of subbands).

Zhou et al. [8] proposed an ANC system that requires no
secondary path identification, whereby to cancel a single tone
at frequency , the adaptive filter, denoted by (see
Fig. 1), needs to estimate the ratio of not
and individually, and the phase is set to either 0 or 180
by trial and error. Expanding on this concept, [8] shows that a
non-tonal noise signal can be canceled by decomposing it into
very narrow subbands and treating each subband like a tonal
component. According to [8], the narrower the subbands are,
i.e., the higher the number of subbands, the better should be the
performance of the system. Hence, an appropriate SAF tech-
nique with a large number of subbands may be used to avoid sec-
ondary path identification. The BAF algorithms are not suitable
for this purpose since the adaptive filters within do not directly
operate in subbands; they are used when a good estimate of the
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secondary path is available. As we will show, the performance
of BAF techniques deteriorates for a large number of subbands.
Consequently, not only is a good estimate of the secondary path
required, but the reduction of computational complexity is also
limited by the small number of subbands.

In general, the SAF methods offer a good alternative approach
to meet ANC system requirements, due to their inherent spectral
decomposition and downsampling operations. Since the spectral
dynamic range and eigenvalue spread of the covariance matrix
of noise signal decrease in each subband, the performance, i.e.,
convergence rate, noise attenuation level, and stability of the
ANC system, improves using SAF techniques [9]. Hence, one
expects that increasing the number of subbands (or block length)

should improve the performance.
The delayless SAF scheme in an ANC system involves the

decomposition of input noise (i.e., the reference signal) and
error signals into subbands using analysis filter banks, and com-
bining the subband weights into a full-band noise canceling
filter by a synthesis filter bank called weight stacking. Typically,
a linear-phase finite-impulse response (FIR) low-pass filter (i.e.,
prototype filter) is designed and modulated for the design of
such filter banks [10]. The filter must be designed so that the
side-lobe effect and spectral leakage are minimized. The latter
requires a high-order FIR filter, introducing a long delay, which
increases with as the bandwidth shrinks. The long delay and
side-lobe interference introduced by the prototype filter degrade
the performance of SAF algorithms for large , limiting the
computational saving that can be obtained by increasing the
number of subbands [2]. Improving the system performance
and reducing the computational burden by increasing has in-
spired the work presented herein.

In this paper, we first demonstrate that the increased delay
degrades the system performance more than that of the spec-
tral leakage (or side-lobe effects) in a uniform subband filtering
method. It is shown how the spectral leakage can be reduced
by choosing a proper decimation factor and weight stacking
methodology. We then present a new SAF algorithm that re-
duces computational complexity by increasing the number of
subbands without degrading the performance of the ANC
system. The performance of the proposed method is compared
with those of MT and DFT-MDF methods in [1] and [2]. The
results show that the maximum noise attenuation level (NAL) of
the proposed method is higher than that of MT and comparable
to that of the DFT-MDF method. However, the new method
achieves the maximum NAL with much lower computational
complexity and higher robustness than the other two methods.

This paper is organized as follows. Section II defines the no-
tation and definitions used in the paper. The general structure
of delayless subband adaptive filtering algorithm and the per-
formance limiting factors of the MT algorithm are discussed in
Section III. In Section IV, we present the new subband adaptive
filtering method. Performance comparison and experimental re-
sults are presented in Section V. Concluding remarks are in
Section VI.

II. NOTATION AND DEFINITIONS

A block diagram of a feed-forward filtered-input normalized
least mean square (FxNLMS) ANC system is shown in Fig. 1,

where is the acoustic noise signal measured by a refer-
ence microphone and is called the reference signal. Noise can-
cellation is achieved acoustically around an error microphone
whose output is . is the transfer function modeling
the primary path. The noise signal after passing through is
called which is the noise signal to be canceled. The ANC
adaptive algorithm determines the noise canceling filter ,
whose output is . The output of the secondary path is

. Filter is an estimate of , which we assume er-
rorless, i.e., . The following notation is used in the
paper.

NAL Noise attenuation level.

Time (sample) index.

Number of subbands.

Subband index, .

Decimation factor used in analysis

Length of the prototype low-pass filter.

Weight vector (coefficients) of the FIR noise
canceling filter .

Length of .

Weight vector for the th subband filter.

Length of each subband adaptive filter.

z-transform of .

z-transform of .

Modulo- operation.

Bold lower case and bold upper case letters denote vectors
and matrices respectively.

III. DELAYLESS SUBBAND ANC METHODS

A delayless subband adaptive filtering technique involves the
following.[1]

1) A full-band filter that filters the input signal.
2) Decomposition of input and error signals into subbands.
3) Decimation in subbands.
4) Adaptive filters working in subbands.
5) A weight stacking method to combine all subbands weights

into a full-band filter.
Signal decomposition is done by analysis filter banks. The

adaptive filters operate in subbands and all subband weights
are stacked together to make the full-band noise canceling filter

. Stacking in general is done by passing the subband weights
through a synthesis filter bank. The analysis and synthesis filter
banks must be designed such that they make a perfect recon-
struction pair [10]. Fig. 2 shows the delayless subband adaptive
filtering scheme used in the ANC FxNLMS algorithm [1]. In this
method, is filtered by , generating . and

are then filtered into subbands named and
using the analysis filter bank with a decimation factor .
Filter is given by

(1)
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Fig. 2. Feed-forward delayless subband FxNLMS structure.

where, is the transfer function of the th analysis band-
pass filter with linear phase and length . In each subband,
weights denoted by are computed using an adaptive al-
gorithm such as NLMS, i.e.,

(2)

where is the complex conjugation operation, is the step size,
is a small positive value, and

(3)

(4)

All s are then stacked together to construct by em-
ploying weight stacking methods. This architecture is delayless
since is not explicitly formed as a combination of sub-
band adaptive filters outputs. The analysis filter banks devel-
oped so far have been mainly based on uniform DFT modulated
(UDFTM) filter banks [1] and tree structured filter banks like the
Hadamard transform [6]. Several methods, such as fast Fourier
transform (FFT)-1 [1], FFT-2 [11], DFT-FIR [11], and linear
weight transform [12], have been suggested for weight stacking.

UDFTM filter banks are composed of a set of bandpass fil-
ters created by modulating a linear phase lowpass (prototype)
filter. The low-pass filter has a bandwidth of and the cen-
tral frequencies of the bandpass filters are at , for

. To exploit the computational advantage of
the FFT algorithm, usually and the length of the low-pass
filter are chosen to be powers of 2. The spectral leakage (in-
band-aliasing) in the analysis filter banks is minimized when the
prototype low-pass filter has a very low stop-band energy [10]
and a linear phase with an even-symmetric impulse response
[13]. To reduce the stop-band energy for a bandwidth of ,
the filter order should increase. Fig. 3 compares the frequency
responses of such low-pass filters designed for lengths of ,

, and for using the Remez algorithm. As shown
for a bandwith of , a low-pass filter of length is needed
[1]. Since the low-pass filter should have linear phase, its in-
herent delay increases with , deteriorating the performance

Fig. 3. Low-pass filters designed by Remez algorithm with length� , �� , and
�� (thin lines), compared with the frequency response of the proposed filter
(bold line) for� � ��.

of the SAF algorithm [2], [14]. The effect of delay is more pro-
nounced when the length of is increased for primary and
secondary paths with long impulse responses. Since long re-
quires a lower step size, the adaptive system becomes more sen-
sitive to distortions caused by spectral leakage and delay [14].

The prototype filter design is an optimization problem that
jointly minimizes the delay and stop-band energy. These two
phenomena are inversely related, i.e., increasing the length of
the low-pass filter reduces the spectral leakage and increases the
delay and vice versa. The methods used to design such prototype
filters are based on quadrature optimization [13], minmax opti-
mization [15], [16], least square[17], and homomorphic filtering
[18], [19]. Although, both spectral leakage and delay have di-
rect impact on the delayless SAF performance, our experiments
show that the effect of delay is more prominent. Hence, one can
tradeoff the spectral leakage for the reduced delay with no per-
formance degradation.

In the next section, a new SAF algorithm based on UDFTM
filter banks is presented. The proposed lowpass (prototype) filter
in the UDFTM filter banks is of length and delay ,
and hence, introduces less delay and side-lobe attenuation than
other cases, as shown in Fig. 3. As will be shown, the side-lobe
interference is compensated for by oversampling in subbands
and proper weight stacking of the subband weights. Unlike ex-
isting SAF and BAF algorithms, the proposed SAF algorithm
improves the system performance and reduces the computa-
tional complexity as increases.

IV. PROPOSED SAF METHOD

In the proposed SAF method, the analysis stage is a UDFTM
filter bank. The decimation factor in the filter bank is . The
bandwidth of the linear-phase low-pass prototype FIR filter is

. The prototype filter has the length of introducing a
delay of in the filter banks. This delay is less than
the delay presented in the methods of [1] and [6] resulting in the
improved performance in our algorithm. The description of the
new method is as follows.
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A. Proposed Uniform DFT Modulated Filter Bank

Using the UDFTM structure, we propose the following low-
pass prototype FIR filter for the filter banks

(5)

The resulting filter bank is the simplest FIR perfect reconstruc-
tion filter bank [10] which is made by

(6)

with a frequency response of

otherwise (7)

The magnitude response of has been plotted in Fig. 3
for . The attenuation of its first side-lobe is about 13 dB
relative to its main lobe. The first zero-crossing of is
at giving a bandwidth of about . Hence, the deci-
mation factor should not exceed in order to avoid spectral
aliasing. For the proposed UDFTM filter banks, is defined
by

...
(8)

where is the DFT matrix of order . The central frequencies
of the bandpass filters , are located at for

, which is shown in Fig. 4(a). An important
advantage of this UDFTM filter bank is that it can be realized
using a tapped delay line of length followed by an inverse
FFT block.

The in (5) has linear phase with a delay of .
By choosing (5), the delay in UDFTM filter bank and attenu-
ation of side-lobes are less than those given in [1], [6]. To al-
leviate the interference of the side-lobes on the system perfor-
mance, we choose an appropriate decimation factor and perform
the weight stacking as follows. We note that oversampling in
subbands helps to mitigate the spectral aliasing caused by the
side-lobes during the decimation operation. In our approach,
the decimation factor is chosen to be . After deci-
mation by a factor of , only the side-lobes in intervals of

(for , see Fig. 3) interfere with the
main-lobe over the interval [0, ]. Since these side-lobes are
attenuated by more than 20 dB, the interference in the main-lobe
reduces more than 7 dB (compared to 13 dB from the first side-
lobe).

As a direct result of using a decimation factor of ,
the bandpass filters with the same values of will have
the same spectra. Hence, there are four types of output spectra
which are used to design an appropriate weight stacking method.
The concept is illustrated in Fig. 4(b)–(e), where a triangular
spectrum is used to symbolically represent the spectrum of each
bandpass filter given by (6).

Fig. 4. Symbolic representation of spectra. (a) Frequency response of UDFT
filter bank. After decimation by � � ���, the spectral shapes change ac-
cording to the subband index �, i.e., (b) ����� � �, (c) ����� � �, (d)
����� � �, (e) ����� � �.

B. Proposed Weight Stacking Method

Among the synthesis filter banks commonly used for weight
stacking are the computationally efficient delayless methods of
FFT-1 [1] and FFT-2 [11]. In these methods, the DFT bins of

, denoted by , are divided equally among subbands.
Since the DFT bins of of length , are uniformly distributed
in , i.e. for , each subband con-
tributes to bins of . The bins of in the th sub-
band are selected from the DFT bins of the th subband weight,
denoted by , and is reconstructed by computing the
inverse DFT of . Bin selection is done based on the relation
between the frequency response of and .

As shown in Fig. 4(a), the central frequencies of the UDFTM
bandpass filters are located at . The corresponding

has the bandwidth of and for and
, respectively, and the adjacent bandpass filters share a

bandwidth of . After decimation by , the spec-
tral shapes of and resemble those shown in
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Fig. 4(b)–(e), depending on the value of . The resultant
follows the same spectral pattern too.

As illustrated in Fig. 4(a)–(e), the bins of are selected as
follows.

1) For the interval , they are equal to the bins of
in the interval .

2) For the interval and
, they are equal to the bins of in the interval

and .
3) For the interval and

, they are equal to the bins of in the interval
.

4) For the interval and
, they are equal to the bins of in the interval

.
5) For the interval and

, they are equal to the bins of in the interval
.

6) For the interval , they are equal to the bins
of in the interval .

The bin selection is based on the spectral shapes exemplified in
Fig. 4(a)–(e), and the fact that the bins are distributed among the
subbands proportional to their bandwidths. Mathematically, the
proposed DFT bin selection and stacking methods are expressed
as follows.

Proposed FFT-1 weight stacking method (PFFT-1)

(9)

Proposed FFT-2 weight stacking method (PFFT-2)

(10)

The PFFT-2 method uses twice as many DFT points than that
of PFFT-1, which results in reduced weight stacking distortion
[20]. Furthermore, unlike the original methods of FFT-1 [1] and
FFT-2 [11], the frequency responses of PFFT-1 and PFFT-2 do
not have nulls at , resulting in improved performance of
the ANC system. In the proposed methods, the length of each
subband adaptive filter should be at least for
PFFT-1 and for PFFT-2, since only one fourth
of the total DFT bins in each subband are transformed. The
PFFT-2 uses zero-padding to compute a DFT of size .

V. COMPUTATIONAL COMPLEXITY

The computational complexity of the proposed subband fil-
tering technique is calculated by counting the number of real
multiplications required for the following operations.

1) Decimation by the factor .
2) Calculation of the filter bank outputs. Only

subbands are considered since is real.
3) Weight update operation for calculating adaptive

filters.
4) Weight stacking and calculation of which includes

FFT operations to compute s and an
IFFT operation to compute .

TABLE I
COMPUTATIONAL COMPLEXITY FOR THE PROPOSED METHOD IN TERMS OF

NUMBER OF REAL MULTIPLICATIONS PER INPUT SAMPLE

Fig. 5. Comparison of computational complexity per input sample versus
number of subbands ���, for � � ����. MT diverges for� � ���.

Table I summarizes the computational complexity per input
sample for the operations listed above. The total complexity is
plotted in Fig. 5 versus the number of subbands . The plot
is for the PFFT-2 method with , as it results
in better performance than that of PFFT-1. For comparison
purposes, we have included the computational complexity of
the MT [1] and DFT-MDF [2] algorithms in Fig. 5. As shown,
the computational complexities of all methods reduce almost
exponentially with . The proposed technique compared to the
other methods for small values of has higher computational
complexity. However, as it will be discussed in Section V,
the new technique works very well with a larger number of
subbands, improving the system performance and attaining
lower complexity, whereas the MT method fails to converge
and the performance of the DFT-MDF method deteriorates.

VI. EXPERIMENTAL RESULTS

For the system shown in Fig. 2, the noise attenuation level is
calculated by

(11)

where is the frame length, and is the ratio of the norms of
the noise and the error at the canceling point after the
ANC adaptive algorithm has converged. Since white noise is not
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Fig. 6. Test bed used to measure � ��� and ����. The targeted application is
active noise cancelation of the acoustic noise in MRI machines.

Fig. 7. Measured actual impulse responses (a) Primary path � ���. (b) Sec-
ondary path ����.

predictable, it is usually used as a worst case test of ANC sys-
tems. The performance of the proposed algorithm is evaluated
and compared to those of the MT and DFT-MDF algorithms
using a zero-mean unit-variance white noise as the input signal.
A series of simulations were conducted to evaluate the perfor-
mance of an ANC system using the proposed subband filtering
technique. For this purpose, transfer functions of the primary
and secondary paths were measured for a test bed using the large
half-cylindrical tube shown in Fig. 6. Fig. 7 shows the measured
impulse responses of the primary and secondary paths. The ex-
periment was to run the ANC system in Fig. 2 with the measured

TABLE II
MAXIMUM ATTAINABLE VALUE OF NAL AND ITS CORRESPONDING VALUE OF

� FOR DIFFERENT ADAPTIVE FILTERING ALGORITHMS. � � ����

Fig. 8. MSE decay versus time sample for the MT, DFT-MDF, and the pro-
posed methods for the best operating conditions given in Table II.

Fig. 9. NAL versus step size �, for the MT, DFT-MDF, and the proposed
methods, using the best operating conditions given in Table II.

and for samples of white input noise and mea-
sure the output NALs and MSE curves for each algorithm. The
experiment was repeated for different values of , , and step
size . The final results were calculated by averaging over 100
independent runs. The value resulted in the highest
NAL value. The maximum obtainable value of NAL and cor-
responding value of were chosen as the best operating con-
dition for each algorithm in our experiments. The results are
shown in Table II. The proposed method achieves 17.92 dB of
noise reduction with subbands resulting in much
lower complexity than the other two methods.

As shown in Fig. 8, the convergence rate of the proposed al-
gorithm with PFFT-2 is faster than that of the MT algorithm.
The DFT-MDF has an initial fast convergence rate that slows
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Fig. 10. Comparing NAL versus step size � of (a) proposed method, (b) and DFT-MDF, for different numbers of subbands ���.

down after some time. The proposed method compared to the
DFT-MDF method has slower convergence but they both reach
steady state values almost simultaneously. The fast initial con-
vergence rate of DFT-MDF method is due to the fact that its
UDFTM filter bank is the eigenmatrix of the blocks processed
by the DFT-MDF algorithm [2].

Fig. 9 shows the maximum achievable NAL values versus
for the proposed, MT, and DFT-MDF algorithms. The plots

are for the values of given in Table II. As shown, the MT
method is very sensitive to the step-size value: a small change
in reduces the maximum achievable value of NAL. The MT
method diverges for in our experiments. Conversely,
the proposed and the DFT-MDF algorithms show significant
robustness to variations of . Fig. 10 compares the NAL varia-
tion of the proposed and DFT-MDF methods for different num-
bers of subbands. As shown, the robustness of the proposed al-
gorithm increases with , while the DFT-MDF algorithm be-
comes more sensitive to variations of . The proposed method
works very well for a large number of subbands. It achieves its
maximum performance (i.e., maximum NAL value) at

, reducing the computational complexity drastically. How-
ever, The MT algorithm diverges for . Although the
DFT-MDF works with a large number of subbands, but it be-
comes more sensitive to , as shown in Fig. 10(b), and a small
change in degrades its performance significantly.

VII. CONCLUSION

Acoustic paths such as those encountered in ANC applica-
tion usually have long impulse responses, which require longer
adaptive filters for noise cancellation. Subband adaptive filters
working with a large number of subbands has been shown to be a
good solution to this problem. The focus of this paper was to de-
sign such a high-performance SAF algorithm. The performance
limiting factors of existing SAF structures were found to be due
to the inherent delay and side-lobes of the prototype filter in the
analysis filter banks. Hence, the analysis filter banks were mod-
ified to reduce the inherent delay. A new weight stacking trans-
form was designed to alleviate the interference introduced by the
side-lobes. The modifications resulted in a new subband method

that, unlike existing methods, improves the performance and re-
duces the computational complexity for a large number of sub-
bands. Experimental results showed that the proposed method
outperformed the two commonly used SAF and BAF methods.
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